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Abstract. As organizers of the 9th edition of

the Global Trajectory Optimization Competition

we were tasked to design a challenging trajectory

optimization problem to be solved during the du-

ration of one month. We gave ourselves the goal

to create a problem which was accessible enough

for newcomers, deep enough for experts, uncon-

ventional in its objective function and which al-

lowed for a real-time format of the competition.

This document describes our design process from

the initial idea up to the final form. We document

some of our experiments conducted to learn about

the solution landscape of an earlier simplified ver-

sion of the problem and show how this exploration

helped us in tuning the problem parameters to cre-

ate a balanced and challenging task.

1 Introduction

The Global Trajectory Optimization Competition

(GTOC) started in 2006 [1] with the intent to attract

interest in the fascinating and difficult problem of op-

timizing interplanetary trajectories and to advance its

methods. The winners are presented with a trophy they

will keep up to the following edition (see Figure 1) and

are asked to organize the following edition according
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FIGURE 1. The GTOC trophy as of May 2017.

to their own schedule and rules. During the years, pri-

vate citizens, academic institutions and companies have

competed in the various editions making GTOC an es-

tablished and prestigious event. The GTOC web por-

tal [2] collects and presents various resources and fea-

tures an exhaustive collection of scientific publications

related to the various competitions, which shows how it

has stimulated the research in this field.

As winners of the 8th GTOC, organized by the Jet

Propulsion Laboratory [3, 4], we accepted the honour

(and burden) to organize the following edition: GTOC9.

Starting from our experience with the complexity of the
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design of multiple debris removal missions [5] we de-

cided to design the GTOC9 problem around that sce-

nario, trying to leverage on the under-explored chal-

lenges that the differential motion of the right ascension

of the ascending node (RAAN) introduces when multi-

ple debris have to be selected for removal.

This document describes the trajectory problem cho-

sen and its evolution as we tuned its various parameters

to ensure a challenging and interesting event. It is orga-

nized as follows: Section §2 introduces our main goals

in developing the challenge. The following Section §3

presents the finalized formal mathematical description

of the problem. Section §4 describes the results of a

dry-run we made on a simplified (and preliminary) ver-

sion of the problem and the lessons learned from that

exploration of the solution landscape. We then conclude

in Section §5 discussing briefly the design of the real-

time aspect of the event.

2 Problem Requirements

When we started thinking about the GTOC9 challenge,

we defined a set of goals by inheriting some from pre-

vious editions organizers and some from our own view

on what GTOCs can (and should) be:

1. From a mathematical point of view, the problem

has to be a global optimization problem with mul-

tiple local minima. Its complexity has to make it

highly unlikely for the different participants to pro-

duce the same solution so that the final spread of

returned trajectories should be as diverse as possi-

ble.

2. The objective function needs to be unusual in the

sense that many of the problem details should be

perceived as novel to ensure that no participant has

a clear advantage because he has worked on some

similar issues before.

3. The development of novel ideas and use of orig-

inal algorithms should give a competitive advan-

tage with respect to the reuse of well established

methods. No standard approach should be imme-

diately applicable and different strategies should

be equally likely to return promising solutions.

4. The mission design problem to be tackled should

go beyond being an academic exercise, and aim for

real world relevance

5. The entry level for participation should be as low

as possible, allowing exploration of the problem

at different levels of complexity by participants

with different levels of expertise and effort in-

vested within the given time span of 4 weeks.

6. The problem solutions have to be easily and objec-

tively verifiable.

7. A clear winner has to be declared soon after the

competition ends.

8. If possible, the competition format should be inno-

vated.

We thus started from these objectives to design an

active debris removal mission, relying on the knowl-

edge that some instances of this trajectory design prob-

lem map to complex variants of the Travelling Salesman

Problem and thus belong to the class of NP-hard prob-

lems (nondeterministic-polynomial complexity) [5].

While a number of scientists addressed, also recently,

the problem of the design of missions able to remove

multiple debris at once [6, 7, 8, 9, 5] (to name just a

few of the works consulted), we had the impression that

there was still a good amount of space for improvement

left in this specific area of trajectory design. In partic-

ular, the combinatorial problem of debris selection (i.e.

the problem of selecting what pieces of debris to re-

move from a potentially large set) was far from being

explored satisfactorily, especially for long removal se-

quences. Considering long sequences imposes a quite

interesting challenge, since the differential J2 effect re-

sults in the evolution of a complex RAAN distribution.

From these thoughts, the basic idea for the GTOC9

problem was born.

3 The Kessler Run

To construct a scenario where the removal of long

chains of multiple debris is relevant, we thought to look

into a possible future scenario where the Kessler Syn-

drome [10] triggered a significant damage to an impor-

tant, and crowded, orbital environment such as that of

the Sun-synchronous satellites. The following storyline

emerged:

“It is the year 2060 and the commercial exploitation

of Low Earth Orbits (LEOs) went well beyond the tril-

lion of Euros market size. Following the unprecedented

explosion of a Sun-synchronous satellite, the Kessler ef-

fect triggered further impacts and the Sun-synchronous
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FIGURE 2. Visualization of the M orbits of the M debris

at some fixed epoch. The earth is visualized as the transpar-

ent blue sphere. See also https://youtu.be/zvxZx-

QnqQ0

LEO environment was severely compromised. Scientists

from all main space agencies and private space compa-

nies isolated a set of 123 orbiting debris pieces that, if

removed, would restore the possibility to operate in that

precious orbital environment and prevent the Kessler ef-

fect to permanently compromise it. You are thus called

to design a series of missions able to remove all critical

debris pieces while minimizing the overall cumulative

cost of such an endeavour.”1

Finally, we decided to name the competition “The

Kessler Run” after a famous Star Wars [11] nonsensical

quote from Han Solo claiming his ship, the Millennium

Falcon, did “The Kessel run in less than 12 parsecs”.2

Formal Problem Definition

We report here parts of the original document [12] con-

taining the official description of the problem which

was made public and sent to all 69 teams who regis-

tered to GTOC9 by the 1st of April 2017.

Design n missions able to cumulatively remove

M = 123 orbiting space debris moving along Keple-

rian orbits perturbed by the mean J2 effect as detailed

in Appendix A. Figure 2 shows a visualization of those

1The decision to target 123 debris was, at this stage, purely arbi-

trary. Merely the result of keyboard proximity (the same way some

people pick passwords such as “QWERTY”.
2https://www.youtube.com/watch?v=nmyvFEkJSE4

orbits while Figure 3 presents the histograms for their

orbital parameters.

One mission is a multiple-rendezvous spacecraft tra-

jectory where a subset of size N of the M orbiting

debris is removed by the delivery and activation of N
de-orbit packages. In between debris visits, the space-

craft dynamics are Keplerian and subject to the full J2
perturbation. The equations of motion are reported in

Appendix A. The following cost function needs to be

minimized:

J =

n
∑

i=1

Ci =

n
∑

i=1

[

ci + α (m0i −mdry)
2
]

(1)

where Ci is the cost charged by the contracted launcher

supplier for the i-th mission and it is composed of a

base cost ci (increasing linearly during the competition

time frame) and a term α (m0i −mdry)
2

favouring a

lighter spacecraft. At the beginning of the i-th mission,

m0i denotes the (total) spacecraft mass and mdry its

dry mass. Each kg of launch mass saved thus results

in a discount over the mission cost (but also in a less

capable spacecraft).

The i-th mission starting epoch is denoted with tsi and

its end epoch with tfi . A mission starts with a launch

delivering, at tsi , one spacecraft at a chosen debris and

ends when all the N de-orbit packages on-board have

been delivered and activated. An orbiting debris is con-

sidered as removed if: a) its position and velocity vector

at some epoch t coincides with the spacecrafts position

and velocity vector and b) the spacecraft stays in prox-

imity of the debris for the following tw ≥ 5 [days]

while delivering and activating a de-orbit package of

mass mde = 30 [kg].

Afterwards, the spacecraft is free to ignite its propul-

sion system again and leave towards the next debris

(note that only in-between debris transfers the space-

craft is subject to the full J2 perturbation and its dynam-

ics is described by the equations of motion reported in

Appendix A. During the removal operations (i.e. for a

time tw) the position and velocity of the spacecraft must

be considered to be those of the debris as computed by

the ephemerides).

The basic cost ci of each mission (i.e. not including

the α term), increases linearly during the competition

month and is computed as follows:

ci = cm +
tsubmission − tstart

tend − tstart
(cM − cm)

where tsubmission is the epoch at which the i-th mis-

sion is validated and tend and tstart are the end and

DOI: 10.5281/zenodo.1139022 13
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FIGURE 3. Histograms for the various orbital parameters of the M debris orbits.

FIGURE 4. Histogram for all differential RAAN drifts be-

tween pairs of debris.

the beginning epochs of GTOC9. The minimal basic

cost cm is 45 MEUR, while the maximum cost cM is

55 MEUR. Each orbiting debris not removed by any of

the missions is considered, at the end of the competi-

tion, removed by a dedicated launch with a fixed cost of

cpenalty = 55.0018 MEUR

Spacecraft

Each spacecraft’s initial mass m0 is the sum of its dry

mass, the weights of the N ≥ 1 de-orbit packages to be

used and the propellant mass: m0 = mdry +Nmde +
mp. All spacecraft have a dry mass of mdry = 2000
[kg] and a maximum initial propellant mass of mp =
5000 [kg]. Less propellant may be used, in which case

the launch costs will decrease. Each de-orbit package

has a fixed weight of mde = 30 [kg].

Allowed Manoeuvres

The only manoeuvres allowed to control the spacecraft

trajectory are instantaneous changes of the spacecraft

velocity, its magnitude being denoted by ∆V . After

each such manoeuvre, the spacecrafts mass needs to be

updated by Tsiolkovsky’s equation:

mf = mi exp

(

−
∆V

ve

)

,

where ve = Ispg0. A maximum of 5 impulsive velocity

changes are allowed within each transfer (leg) between

two successive debris, excluding the departure and ar-

rival impulse.

Operational Constraints

The debris removal operations during each of the

multiple-rendezvous trajectories are complex and de-

mand some control over the schedule of the debris vis-

its:

14 DOI: 10.5281/zenodo.1139022
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1. The overall time between two successive debris

rendezvous, within the same mission, must not ex-

ceed 30 days. Thus, if the arrival epoch at a debris

a is ta and the arrival to the next debris b is tb, then

tb − ta ≤ ∆tR = 30 [days].

2. Different missions cannot be operated in parallel

and a time of at least ∆tM = 30 [days] must be

accounted for between any two consecutive mis-

sions so that tfj + 30 ≤ tsi [days] if tsi > tsj for all

i 6= j.

3. All mission events (arrivals, departures, maneu-

vers) have to take place in an allowed time win-

dow. Thus, for every event happening at epoch

tevent, it has to hold that 23467 ≤ tevent ≤
26419 [MJD2000] (corresponding to a window of

8 years).

4. The osculating orbital periapsis rp must not be

smaller than rpm
= 6600000 [m]. For simplicity,

this condition is only checked immediately after

arrival, departures and at deep space manoeuvres,

but never in-between those events.

Table 1 summarizes the values of the problem con-

stants and parameters used for GTOC9 and for the sim-

plified version of the problem, which we introduce in

the following section.

4 Preliminary Solution Space Analysis

A concern in the design of a GTOC challenge is to en-

sure that the parameters of the selected problem are

well balanced to provide an interesting experience. It

seemed necessary for us to gain some insight into pos-

sible solution landscapes and an idea about the general

complexity of the problem to be able to make informed

choices on the parameters. Thus, we performed an in-

ternal one week long dry-run on a simplified version of

the problem.

The Simplified Problem

During our dry-run, we neglected the quadratic and

mass dependent term of the objective function by set-

ting α = 0. We also considered a fixed cost for each

launch independent of the time of submission by set-

ting cm = cM , effectively ignoring the competitive as-

pect of the problem to reward early submissions. Based

on these decisions, the cost function in Eq.(1) reduces

value (simple version) units

α 2.0 · 10−6 (0.0) MEUR/kg2

cm 45 (55) MEUR

cM 55 (55) MEUR

∆tR 30 days
∆tM 30 days
tw 5 days
mde 30 kg
mdry 2000 (1000) kg
mp 5000 (2000) kg
rpm

6600000 m
µ 398600.4418 · 109 m3/sec2

J2 1.08262668 · 10−3 −
req 6378137 m
Isp 340 (492) sec
g0 9.80665 m/sec2

Day 86400 sec
Year 365.25 days

JD = MJD2000 + 2451544.5 −−
MJD = MJD2000 + 51544 −−

TABLE 1. Problem constants and conversions. The values

in parenthesis were used during a dry-run and were later ad-

justed. JD is the Julian date. MJD the Modified Julian Date

and MJD2000 the Modified Julian Date 2000.

to its simplified version indicated with a subscript S:

JS = n, that is to minimize the number of missions

needed for a complete removal of all debris.

During our preliminary exploration, we also relaxed

the constraints on the total time of flight, by having

23467 ≤ tevent ≤ 27119, effectively giving a 10 year

time window to find solutions. The set of the M = 123
orbiting debris was also generated with a different dis-

tribution of orbital parameters (one of the outcomes of

the dry-run was to introduce a more challenging set of

debris orbits). To further simplify, we restricted the tra-

jectories to avoid any deep space maneuvers and thus

having the spacecraft only thrust at departure and arrival

of debris. The launching systems defined by Isp,mdry

and mp were also different than in the final description

(compare Table 1). Apart from these modifications, the

basic challenge, i.e. finding a favorable combination of

debris removal sequences, remained still the same.

DOI: 10.5281/zenodo.1139022 15
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A Set Cover Problem?

Consider the set S of all possible missions (i.e. mul-

tiple debris removal missions) that can be flown with

the given spacecraft. The simplified problem is easily

mapped to a set cover problem (see Appendix B) with

some additional constraints: the universe U is the set

of debris, while each valid mission within the time con-

straints defines a subset S ∈ S containing the debris it

removed. As each debris can only be removed once, a

disjoint set cover problem has to be considered and sets

of conflicting missions (i.e. mission overlapping in time

or violating the ∆tM time gap) must not be part of the

solution. This can be incorporated in the integer linear

programming (ILP) formulation of the set cover prob-

lem (see Appendix B) by adding additional inequality

constraints, as detailed later.

We conclude that the simplified GTOC9 problem

maps onto a disjoint set cover problem, whose solu-

tion results in the selection of a minimal amount of non-

conflicting valid missions. Due to the NP-hardness of

set cover and ILPs in general, the computational com-

plexity of the simplified problem is already high and

brute force approaches are unlikely to be a feasible op-

tion. Clearly, it is impossible to compute the entire

set S , and even if it was possible the dimensionality

of the corresponding set cover problem would be much

too large to be directly solvable. Consequently, if one

wants to follow this solution strategy, one has to reduce

the problem-size to a small collection of subsets S re-

flecting possible debris removal sequences. Since each

subset in S will correspond to an actual mission, we will

interchangeably talk about subsets and missions, using

S also as a notion for a collection of missions with the

following, vaguely defined, qualities:

1. Each debris should be removed at least once by

some element of S .

2. There should be as little conflicting missions in S
as possible.

3. S needs to be small enough to support a fast con-

vergence of an integer linear programming solver.

4. S should be large enough to allow for the existence

of good solutions.

5. The size of each set in S should be as large as pos-

sible since removing more debris within a few mis-

sions is more cost-effective than removing only a

small amount of debris by a high number of mis-

sions.

6. S should also contain short missions since they are

less likely to overlap and thus avoid constraint vi-

olations by making it easier to assemble disjoint

sets for the final solution.

Some of these qualities are plainly contradictory and

while the quality of the solution rises and falls with S ,

it is far from trivial to generate a favorable collection of

such missions.

We implemented a beam search algorithm to con-

struct the elements of S which we call single mission

beam search: BS. Beam search [13], [14] is a tree

search algorithm which has been established as a help-

ful building block for solving past GTOCs [15]. The

strength of beam search is that it allows to inspect large

search spaces created by combinatorial decisions by

ranking partial solutions and exploring only the most

promising further.

By defining a beam width bw, only the bw best partial

solutions are maintained at each level of the tree while

all others are pruned. Each of those bw solutions is than

expanded to compute multiple possible next steps (e.g.

the next transfer to all reachable space debris) to gen-

erate the next level of the search tree, which will be

pruned down to the highest ranking bw solutions again.

Adjusting the beam width bw thus allows to balance so-

lution exploration versus a given computational budget.

A beam width of bw = 1 corresponds to a greedy search

which only picks the optimal (partial) solution at each

step. An unlimited beam width bw = ∞ corresponds

to a breadth-first search that would exhaustively explore

all possible combinatorial decisions.

Incremental Searches

Before using the BS to construct S and thus solve the

resulting set cover instance, we first used BS, by com-

parison, to generate full solutions to the simplified prob-

lem. Beginning with the set of 123 debris as target set

U , BS is used (starting at a random debris and at the

earliest possible epoch) to remove the largest possible

subset S1 of debris. Afterwards, BS is called again on

the reduced set of targets U\S1 to generate S2, starting

again from a random debris and at an epoch accounting

for the ∆tM gap between missions. This approach is

referred to as incremental BS.

Figure 5 shows the score distribution of various full

solutions created by multiple runs of a greedy search

(incremental BS with a beam width of 1) and in-

cremental BS with a beam width of 30, denoted by

16 DOI: 10.5281/zenodo.1139022
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FIGURE 5. Score JS (total numbers of missions) achieved by 1000 different runs of (left) incremental greedy search and

(right) incremental BS with bw = 30.
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FIGURE 6. Number of debris removed per mission in 1000 different runs of (left) incremental greedy search and (right)

incremental BS with bw = 30. The black crosses mark the biggest positive outliers, i.e. a trajectory that would be most likely

part of the final solution.

BS30. The greedy search produces solutions with

JS = 19.5(±2.87) on average. Its best solution scores

JS = 15, but only 1 out of 1000 runs was able to dis-

cover such a solution. A small beam width of 30 is

already enough to improve the quality: BS30 produces

solutions with JS = 14.5(±1.71). The top solution

with JS = 12 appeared only once out of 1000 runs.

Although it is possible to increase the beam width

further in the hope to find better solutions, it comes

at a higher computational cost and does not address a

fundamental flaw of the incremental approach: While

more and more debris get removed, efficient transfers

between the remaining set of debris are becoming in-

creasingly difficult to find. This difficulty arises be-

cause of the ascending nodes movement. Consequently,

removing debris without a look-ahead strategy or some

global perspective leaves debris clouds with evenly dis-

tributed RAANs, resulting in the average ∆V cost per

transfer to increase tremendously.

Figure 6 shows the number of debris removed per

successive mission in 1000 runs of the incremental

greedy search and the incremental BS30. It is clear to

see how the average length of the removal sequences

decreases as the debris cloud becomes thinner. Note

how this is the result of the search algorithm used, not

a fundamental property of the problem solution. The

globally optimal solution is, instead, expected to have

no correlation between launch date and number of de-

bris removed per mission.

Set Cover Beam Search

The issue of the thin debris cloud disappears if we take

the set cover approach and thus use beam search no

longer incrementally, but always on the complete debris

cloud to generate a potentially overlapping and conflict-

ing set of mission candidates S . We grid the remaining

time window for missions at b different time epochs and

run, starting at each of those epochs, BS for each of the

123 starting debris, returning the k best trajectories to

get a high quality sample of possible trajectories. This

results in 123·b·k missions constituting our collection S

DOI: 10.5281/zenodo.1139022 17
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which is subsequently used to create a disjoint set cover

problem instance.

Once we have the set cover instance, an ILP-solver

can be applied to determine the optimal solution by se-

lecting non-conflicting missions with disjoint removal

sequences. However, our first attempts to solve the

complete problem via this approach failed due to the

large problem dimension which was unsuitable for the

ILP solver we used: SCIP [16]. Thus, it was necessary

to create instances of set cover which were still solvable

in practice.

The Hybrid Strategy

Since the issue of thin debris clouds becomes only crit-

ical at the late stages of the incremental searches, we

opted for a hybrid strategy applying first an incremental

BS to reduce the size of the debris cloud and, finally,

solving the remaining, lower dimensional disjoint set

cover problem. In particular, we find the first 4 missions

by incremental BS with a beam width of bw = 100, re-

moving 21, 19, 20 and finally 11 debris. This leaves

52 debris to be removed and reduces the available time

window by 1533 days (accounting for the ∆TM time

gap between missions). We divided the remaining time

window equally into b = 300 epochs (which is roughly

one new mission each 7 [days]) and started BS from

each of these epochs and for each of the remaining de-

bris as a start debris, returning the k = 2 best missions

out of each run. Consequently, we considered 31200
missions, and thus an S with 31200 subsets defining

the disjoint set cover problem.

To ensure a feasible final solution, we have to account

for mission conflicts (i.e. missions that overlap in their

time of flight or violate the ∆tM time gap). The direct

way to approach this is to introduce one constraint for

each pair (xi, xj) of possible (conflicting) missions, al-

lowing at most one of them to be selected (xi+xj ≤ 1).

Given the large amount of sets created, we quickly real-

ized that constructing this amount of constraints makes

our set cover instances intractable. Thus, we had to re-

lax our constraints as followed: once again, we divided

the remaining time window, but this time equally in c
epochs t∗1, . . . , t

∗
c . For any epoch t, let E(t) ⊆ S be

the collection of subsets from S whose corresponding

mission takes place at t (accounting for the ∆tM time

gap in between missions as well). Then, we can substi-

tute the pairwise intermission constraints by a constant

number of c constraints:

∑

j:Sj∈E(t∗
i
)

xj ≤ 1 ∀i ∈ 1, . . . , c

As a consequence of these new constraints, we might

find invalid solutions, i.e. missions which overlap at

epochs in between those selected c epochs. However,

increasing c allows to minimize the amount of possible

overlap while balancing the feasibility of the set cover

instance by keeping the number of constraints low. We

decided to set c to 200, which restricted the maximum

possible overlap for mission times to roughly 10 [days].

As it turns out, the trajectories found by BS are most of

the time stable enough to be moved a few days to the

past or the future without compromising the set of re-

moved debris. Thus, a violation of these new and softer

constraints was (most of the time) repairable by some

simple post processing of the selected trajectories.

To summarize, our hybrid strategy constructs a set

cover instance of 31200 variables and 252 constraints.

To solve this instance, we used a non-commercial solver

named SCIP [16]. SCIP deploys pre-solving techniques

by default before it tries to find the optimal solution for

the LP relaxation. This pre-solving step simplified the

instance to contain only 11355 variables and 233 con-

straints.

SCIP returned a solution corresponding to an en-

semble of 11 missions when tasked with the disjoint

set cover variant of the problem, which is already a

slight improvement to the results obtained by incremen-

tal BS. However, after softening the problem to a basic

set cover problem, a solution of only 10 missions was

generated. There were only 4 debris removed multiple

times within those missions. Three out of these defects

could be repaired by simply dropping the last leg of a

mission, as they were (coincidentally) removed as last

debris. Only one debris was part of the middle legs of

two missions. By exchanging one deorbiting of this de-

bris by a deep space maneuver and applying some man-

ual adjustments, this defect could be repaired as well.

Additionally, due to the softer constraints, some mis-

sions in the solution generated were still conflicting as

they had a gap ∆tM smaller than 30 [days]. After these

conflicts were repaired by moving the conflicting mis-

sions a few days apart while maintaining their removal

sequences, it was finally possible to obtain a valid so-

lution removing all 123 debris with only 10 missions.

The number of removed debris for those missions was

21, 19, 20, 11, 11, 8, 7, 10, 7 and 9 debris at last, which

18 DOI: 10.5281/zenodo.1139022
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shows that the thin debris cloud problem was success-

fully mitigated following this approach.

Figure 7 shows a visualization of the hybrid strategy

and the resulting full solution. The gridded search that

was used to create the sets for each remaining debris at

nearby epochs is visible as the black area at the upper

right corner.

An additional trick that was deployed to allow for

better solutions was to have the last debris of some of

the fixed 4 missions be variable. For example, if the last

leg of the first mission could go to two possible debris,

a or b, we saved two versions of this mission, one with

the last leg to a and one to b. However, we left a and b
as valid targets for later searches, artificially increasing

the density of the remaining debris cloud. The sets of

all possible combinations of those optional debris were

used in the set cover problem as special variables, which

could be picked without increasing the objective func-

tion while we still accounted for overlapping missions.

The isolated horizontal lines of dots visible in Figure 7

show these debris, which were still part of the search in

the set cover stage of our hybrid strategy, but were se-

lected by the solver to be removed as part of the earlier

missions.

Lesson Learned

The dry-run provided us the necessary feedback in

terms of problem complexity and suitability for a

GTOC to realize a number of important properties on

the problem and its potential solutions. Firstly, we had

reasons to believe that most solutions would be com-

pressed in the JS = 9 − 11 area which would then re-

sult in assigning the victory to the team submitting that

score the earliest. We also did not want the final com-

petition days to be spent to improve some top solution

from (say) 9 to 8. So we decided to add the quadratic

term (α > 0) to the objective function and thus intro-

duced an interesting trade-off between heavy and light

spacecraft and, at the same time, have the score not di-

rectly linked to the number of submitted missions. We

liked the idea that solutions with more missions could

potentially score better than solutions with less mis-

sions.

A second change we made to the problem was to cre-

ate a debris cloud with a larger average ∆V per transfer

between debris pairs. This was done by enlarging the

spread of inclinations, semi-major axes and eccentric-

ities. We tried to tune this change such that it would

be difficult to find a solution shorter than 12 missions

while obtaining a good score.3 The number of debris

M = 123, proved of sufficient complexity, since ex-

haustive searches in the trajectory space were infeasi-

ble and the problem needed to be reduced in size be-

fore global solvers like SCIP could be applied to di-

rectly find solutions. Since our set-cover solution was

taking 7.57 years to remove all debris, we now could

also decide on the windows for the entire removal se-

quence and fixed it to 8 years. Finally, we choose the

values for cm, cM and α so that the total cost increase

during the competition of a solution with 12 missions

would roughly cover the cost of one launch of a heavy

spacecraft, i.e. ≈ 110MEUR. By doing so, we ensured

that a team submitting its solution on the last day and

cutting down the number of missions by one, while ap-

proximately keeping the same overall ∆V needs, would

likely win over an early submission.

5 A real-time competition

One of the defining aspects of our challenge was cer-

tainly the on-line submission system, used for the first

time for a GTOC event, which allowed for a very dif-

ferent (and hopefully enjoyable) experience. We had

this idea in mind from the very beginning, as well as

the awareness of the challenges and risks that coding

an automated validation system brings forth in the field

of optimal control and trajectory optimization. Fortu-

nately we are also the creators and maintainers of the

Kelvins on-line platform [17] which was created with

the intend to host both data-mining competitions (for

which the verification is a more standardized task) and

algorithmic competitions (for which the verification has

to planned case-by-case).

At the very beginning, we looked into automated val-

idation of low-thrust trajectories, only to realize that we

could not develop code reliably validating trajectories

without making use of a detailed thrust profile (result-

ing in large files), or introducing tolerances that would

be deemed as unacceptable. Fortunately the challenge

we had in mind for GTOC9 was suitable also for a

spacecraft powered by chemical propulsion and we thus

decided to delay our study on automated validation of

low-thrust trajectories and set-up the problem around

that type of spacecraft.

A real-time competition set-up offers also new op-

portunities for the problem itself. While we were rather

3A hint for this could be found in the competition subtext: Can

you do it in less than 12 parsec?
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FIGURE 7. Visualization of the full solution found by the hybrid strategy together with all possible debris removals generated

for its construction. Vertical axis: id of removed debris, ordered in sequence of removal by the found solution. Horizontal axis:

epoch in MJD. Each black dot marks the epoch of a possible removal of the corresponding debris as returned in one the runs

of BS. Each colored line corresponds to one mission of the full solution. The first four missions (lower left corner) are found

by incremental BS, picking the missions with the longest removal sequences out of 1000 runs. The remaining 6 missions were

selected by solving the set cover problem. The set of possible missions S was built considering only the remaining debris.
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“conservative” in our final choice, we discussed the

possibility of introducing a game theoretical aspect in

the competition with teams having the possibility to in-

fluence past and future decisions of other teams (think

for example of set-ups where the debris population is

shared and needs to be collectively cleaned, etc.), or

to go against specific teams at the cost of losing re-

sources, thus creating the possibility of team coalitions,

etc. Since possible team interactions were somewhat

hard to predict, we were afraid that these dynamics

could negatively impact the experience of some par-

ticipants. Moreover, making the objective function de-

pendant on the decision of all participating teams rather

than having it fixed for each team would make it hard to

study the problem in isolation. As a consequence, we

refrained from this idea, but allowed for teams to get

an early submission bonus and access to a leader-board.

The leader-board provided real-time information on the

current ranking of all teams and, perhaps even more im-

portantly, reliable information about possible values of

the objective function and the number of submissions

that were used to obtain it. It turned out that our deci-

sions on cm and cM were not game-breaking but just

enough to motivate the teams to keep their trajectories

updated and visible to all, creating an engaging race

throughout the whole month of the competition.

6 Concluding remarks

The 9th edition of the Global Trajectory Optimization

Competition turned out to be a great success, mostly

thanks to the many teams who registered and worked

hard on the challenge we created. Designing such a

problem and making sure that our on-line submission

system would be prepared for it, was a challenge we

faced with great enthusiasm. We hope that the lessons

we learned as organizers will be of use to future similar

endeavours.

Looking back at our initial objectives, we believe we

managed to achieve most of them satisfactorily and to

provide the community with a new, complex and rele-

vant benchmark in the field of interplanetary trajectory

optimization.
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A Dynamics

Equations of Motion

Each spacecraft dynamics is described, between two

manoeuvres, by the following set of Ordinary Differ-

ential Equations (ODEs):

ẍ = −µx
r3

{

1 + 3
2J2

( req
r

)2
(

1− 5 z2

r2

)}

ÿ = −µy
r3

{

1 + 3
2J2

( req
r

)2
(

1− 5 z2

r2

)}

z̈ = −µz
r3

{

1 + 3
2J2

( req
r

)2
(

3− 5 z2

r2

)}

that describe a Keplerian motion perturbed by main ef-

fects of an oblate Earth, i.e. J2. Note that between

an arrival and a departure event the spacecraft is co-

orbiting with the debris piece and hence its position and

velocity is not described by the above equations, but co-

incides with the debris’ orbit.

Debris Ephemerides

Each debris orbit is defined by the values

t0, a, e, i,Ω0, ω0,M0 as read from the file dis-

tributed on the competition starting day (all files can

be downloaded from the official portal [2]). At any

given epoch t the position and velocity vectors of

each debris piece must be computed by updating its

osculating Keplerian elements using the mean motion

and the precession rates and then converting, as in the

Keplerian case, the updated osculating elements to

position and velocity. Note that by doing so we are

neglecting the velocity component deriving from Ω̇ and

ω̇, for the purpose of this competition this is deemed

as appropriate as it removes complexity from the

equations without introducing any significant change

on the search space landscape.

The procedure detailed below (assumes consistent

units everywhere) shows all necessary equations.

DOI: 10.5281/zenodo.1139022 21



Acta Futura 11 (2018) / 11-24 Dario Izzo and Marcus Märtens

1 - Computation of the Osculating Keplerian

Parameters

After having defined the mean motion n =
√

µ
a3 , the

semilatus rectum p = a(1−e2) and the precession rates:

Ω̇ = −
3

2
J2

(

req
p

)2

n cos i

ω̇ =
3

4
J2

(

req
p

)2

n(5 cos2 i− 1)

compute the right ascension of the ascending node Ω
from:

Ω− Ω0 = Ω̇(t− t0),

the argument of perigee ω from:

ω − ω0 = ω̇(t− t0),

and the mean anomaly from:

M −M0 = n(t− t0)

2 - Computation of Position and Velocity as in the

Keplerian Case

The Kepler’s equation is used to compute the eccentric

anomaly E from the mean anomaly:

E − e sinE = M

while the true anomaly θ can be obtained from the rela-

tion:

tan
E

2
=

√

1− e

1 + e
tan

θ

2
,

compute the flight path angle γ from:

tan γ =
e sin θ

1 + e cos θ
,

the norm of the radius vector from:

r =
a(1− e2)

1 + e cos θ
,

and the velocity norm from:

v =

√

2µ

r
−

µ

a
.

The Cartesian coordinates of the position vector r

and velocity vector v can then be computed from:

x = r[cos(θ + ω) cosΩ−

− sin(θ + ω) cos i sinΩ]

y = r[cos(θ + ω) sinΩ+

+sin(θ + ω) cos i cosΩ]

z = r[sin(θ + ω) sin i]

vx = v[− sin(θ + ω − γ) cosΩ−

cos(θ + ω − γ) cos i sinΩ]

vy = v[− sin(θ + ω − γ) sinΩ+

cos(θ + ω − γ) cos i cosΩ]

vz = v[cos(θ + ω − γ) sin i]

B The Set Cover Problem

The set cover problem (sometimes denoted as set cover-

ing problem) was one of the original 21 NP-complete

problems proposed in the landmark paper4 of Richard

Karp [18]. It is a decision problem which asks, whether

a set of elements can be “covered” by selecting k sub-

sets of those elements out of given collection of those

subsets. Formally, let the universe U = {1, 2, . . . , n}
be a set of n elements, k be an integer and S =
{S1, S2, . . . , Sm} a collection of subsets Si ⊆ U for

i = 1, . . . ,m, m > k. The set cover problem is to de-

cide, whether there is a sub-collection C ⊆ S of size k
such that the universe U can be written as the union of

all sets in C :
U =

⋃

S∈C

S.

In its optimization variant, the set cover problem is ask-

ing for the smallest number k to cover U completely.

Karp showed by polynomial-time reduction from the k-

Clique problem that there cannot be a polynomial time

algorithm for solving the set cover problem if NP 6= P ,

4Richard Karp introduced the concept of polynomial reducibility

into the newly developing field of computational complexity theory.

Thanks to this methodology, NP-completeness of thousands of prob-

lems have been proven. Richard Karp received the highest award in

computer science, the Turing Award, 1985 for his contributions to the

theory NP-completeness.
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an unproven conjecture of long history in mathemat-

ics [19]. Given the common belief that this conjec-

ture holds, solving large instances of the set cover prob-

lem with the means of nowadays computational power

can be regarded as extremely time-consuming up to the

point of intractability. This does not rule out the possi-

bility, that special cases of the problem may be solvable,

though set cover showed itself as a particularly difficult

problem among the NP-complete problems we know

about. Under the assumption that NP 6= P , there exists

no constant factor approximation of k for the set cover

problem. In fact, it has been shown that approximating

set cover within a factor of (1 − α) lnn for arbitrarily

small α > 0 is already NP-hard [20].

The best known (polynomial) approximation algo-

rithm for the problem is a greedy algorithm, which iter-

atively selects the subset Si that covers the maximum of

still uncovered elements of U . Despite its simplicity, it

can be shown that this algorithm achieves an “optimal”

approximation with respect to the given inapproxima-

bility results [21].

Integer Linear Programming Formulation

The set cover problem can be reformulated as the fol-

lowing integer linear program (ILP):

min
m
∑

i

xi

subject to: xi ∈ {0, 1} ∀i = 1, . . . ,m
∑

j:v∈Sj

xj ≥ 1 ∀v ∈ U

Each variable xi corresponds to the subset Si being

selected or not. The first constraint ensures xi to be

binary, while the second constraint ensures that each el-

ement from U is covered by at least one subset Si. If

we modify this constraint to

∑

j:v∈Sj

xj = 1 ∀v ∈ U

we enforce each element of U to be covered exactly

once. This variant is called the disjoint set cover prob-

lem, since it demands that the solution sets are mutually

disjoint.

References

[1] Dario Izzo. 1st ACT global trajectory optimisation

competition: Problem description and summary

of the results. Acta Astronautica, 61(9):731–734,

2007.

[2] ESA. The GTOC portal. https://sophia.

estec.esa.int/gtoc_portal/. Ac-

cessed: 2017-05-01.

[3] Anastassios E. Petropoulos. GTOC8: Problem de-

scription and summary of the results. Paper AAS

16-501, presented at the 26th AAS/AIAA Space

Flight Mechanics Meeting, Napa, CA, 2016.

[4] Dario Izzo, Daniel Hennes, Marcus Märtens, In-
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M Möckel, C Kebschull, C Wiedemann, and
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