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ABSTRACT

The vertical velocity probability distribution function (PDF) is analyzed throughout the depth of the lower

atmosphere, including the subcloud and cloud layers, in four large-eddy simulation (LES) cases of shallow

cumulus and stratocumulus. Double-Gaussian PDF closures are examined to test their ability to represent a

wide range of turbulence statistics, from stratocumulus cloud layers characterized by Gaussian turbulence to

shallow cumulus cloud layers displaying strongly non-Gaussian turbulence statistics.While themajority of the

model closures are found to perform well in the former case, the latter presents a considerable challenge.

A newmodel closure is suggested that accounts for high skewness and kurtosis seen in shallow cumulus cloud

layers. The well-established parabolic relationship between skewness and kurtosis is examined, with results in

agreement with previous studies for the subcloud layer. In cumulus cloud layers, however, a modified re-

lationship is necessary to improve performance. The new closure significantly improves the estimation of the

vertical velocity PDF for shallow cumulus cloud layers, in addition to performing well for stratocumulus. In

particular, the long updraft tail representing the bulk of cloudy points is much better represented and higher-

order moments diagnosed from the PDF are also greatly improved. However, some deficiencies remain

owing to fundamental limitations of representing highly non-Gaussian turbulence statistics with a double-

Gaussian PDF.

1. Introduction

Turbulent vertical velocity fluctuations play a key role in

planetary boundary layer (PBL) and cloud processes, and

their representation forms a critical component of weather,

climate, and dispersion models. One of the primary mech-

anisms for vertical transport of heat, moisture, momentum,

and trace gases in the atmosphere is through turbulent

eddies. For the scales at which most regional and global

models operate, turbulent eddies are not resolved andmust

therefore be parameterized. At typical model gridbox sizes

greater than ;1–2km, the mean vertical velocity of all the

updrafts and downdrafts contained within a grid box will

be close to zero. However, in order to represent vertical

transport and cloud processes correctly in models, it is

critical to know how the vertical velocity is partitioned be-

tween updrafts and downdrafts within a grid box.

A key control in the formation of cloud droplets is the

updraft velocity. The rate at which an air parcel rises

controls its cooling and in turn supersaturation and acti-

vation of aerosol particles into droplets. A cloud droplet

will continue to grow while the supersaturation in a rising,

cooling air parcel exceeds the critical supersaturation. The

number and size of cloud droplets are fundamental to the

optical properties of clouds, as well as for precipitation—

the so-called aerosol indirect effects (AIE). These effects

constitute one of the greatest sources of uncertainty in

modeling climate. Thus, a key to improving the simulation

of clouds—and climate more generally—is an improved

representation of the subgrid vertical velocity (Lohmann

et al. 1999; Donner et al. 2016).

The distribution of subgrid vertical velocity may be in-

corporated indirectly, such as inmass-flux cumulusmodels,

where the mass flux is the product of vertical velocity,

density, and updraft area. Alternatively, the distribution of

subgrid vertical velocitymay be represented directly, using

the approach of assumed probability distribution func-

tions (PDFs). Initially, PDF methods involved only ther-

modynamic variables, such as temperature and moisture
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(Sommeria and Deardorff 1977; Mellor 1977), and later

incorporated vertical velocity (Randall 1987; Lewellen

and Yoh 1993, hereafter LY; Lappen and Randall 2001;

Larson et al. 2002; Cheng andXu 2008; Bogenschutz et al.

2012) to account for cloud dynamics. Some approaches

represent the joint PDF, including vertical velocity, as a

double-delta function (Randall 1987; Randall et al. 1992;

Lappen andRandall 2001). However, owing to difficulties

representing the skewed nature of the PDF in cumulus

cloud layers with a double-delta function, subsequent

approaches have used a double-Gaussian PDF (LY;

Larson et al. 2002; Cheng andXu 2008; Bogenschutz et al.

2012). The double-Gaussian PDF is one of the simplest

distributions that will permit both symmetrical and

skewed shapes, corresponding to Gaussian and non-

Gaussian turbulence statistics, respectively. The ability

to represent both regimes in a model is important, as they

both occur frequently in the atmosphere.

Stratocumulus clouds typically exhibit Gaussian-like

PDFs, whereas cumulus cloud layers with low-cloud

fraction (less than ;20%) may be strongly skewed and

non-Gaussian. Observations of the vertical velocity

PDF in convective boundary layers (CBLs) have shown

it is generally positively skewed, with a negative mode

(Berg et al. 2017). The shape of the PDF is a result of

how the turbulence is typically organized in the CBL:

strong updrafts occupying a small horizontal area em-

bedded in subsidence (downdraft) regions with smaller

velocities that occupy a larger horizontal area.

Direct representation of the vertical velocity PDFhas a

longer history in modeling of pollutant dispersion using

Lagrangian stochastic models, where Bærentsen and

Berkowicz (1984) proposed using a double-Gaussian

function to model the PDF of vertical velocity in the

CBL. This model was later supported by observations in

the PBL (Quintarelli 1990; Du et al. 1994). The means

and relative amplitudes of the two Gaussians can vary,

which allows a skewed distribution. If the twoGaussians

overlap, then the PDF reduces to a single Gaussian. For

cumulus, the main mode corresponds to mostly non-

cloudy downdrafts, while the second mode corresponds

tomostly narrow cloudy updrafts. To specify the double-

Gaussian PDF, five parameters are required, corre-

sponding to the relative amplitude, and the means and

standard deviations of each Gaussian. If a model can

predict the first five statistical moments of vertical ve-

locity, then the PDF may be immediately specified.

However, computing the higher-order moments is a

difficult problem and expensive computationally. Thus,

one or more closure assumptions are usually made to

reduce the number of required moments.

To account for the skewness of the vertical velocity

distribution, a model must be able to provide moments of

up to at least third order. Observations of higher-order

vertical velocity turbulence statistics (moments greater

than 2) in the atmosphere are difficult to obtain, as a

long averaging period is required to reduce systematic

measurement bias and to reach an acceptable level of

accuracy. For this reason there are few observations of

higher-order moments reported in the literature. Most

observations have also been limited to the subcloud layer

or the lowermost layers of cloud (e.g., Hogan et al. 2009;

Ansmann et al. 2010; Lenschow et al. 2012; Tonttila et al.

2015; Maurer et al. 2016; Berg et al. 2017). One of the

few studies to observe the vertical velocity structure

throughout the full layer of cloud is from Ghate et al.

(2014). However, they did not analyze the PDF.

Owing to the lack of data, direct numerical simulation

(DNS) andLES studies have been used to provide further

insight, for example, Moeng and Rotunno (1990),

Lenschow et al. (2012), and Waggy et al. (2016). Again,

these studies were limited to the subcloud layer, although

Guo et al. (2008) compared LES and observations of

higher-order vertical velocity statistics within a marine

stratocumulus cloud layer. Moyer and Young (1991) and

Ching et al. (2010) observed vertical velocity skewness

within a marine stratocumulus cloud but did not look at

the PDF. Larson et al. (2002) compared their parame-

terized vertical velocity PDF with airborne observations

within stratocumulus and cumulus clouds, although only

at a single level. Chu et al. (1996) and Liu et al. (2011)

examined the vertical velocity PDF from observations

and compared them with several parameterizations;

however, their analysis was limited to the surface layer.

The aim of the present work is to examine the vertical

velocity PDF throughout the depth of the lower atmo-

sphere, including the cloud layer and above. To our

knowledge this is the first study to do so. Several existing

schemes tomodel the vertical velocity PDF are compared

with LESs of neutral and unstably stratified boundary

layers, topped by stratocumulus and shallow cumulus

cloud layers, respectively. These schemes are now in use

in some major climate models, for example, CESM

(http://www.cesm.ucar.edu) and the Energy Exascale

Earth System Model (E3SM) (http://e3sm.org). A new

closure is suggested that improves performance within

the cloud layer, where higher-order vertical velocity tur-

bulence statistics are found to bemarkedly different from

the subcloud layer.

The paper is organized as follows. Section 2 introduces

the LES cases and model configuration. Section 3 ex-

amines vertical velocity statistics from the LES and

compares them with observations and intercomparison

model results, where available. Sections 4 and 5 discuss

double-Gaussian PDF closures for vertical velocity, and

examine the parabolic relationship between skewness
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and kurtosis. A new closure is also introduced. Section 6

shows the resulting vertical velocity PDFwithin the cloud

layer for the different model closures. Section 7 examines

the updraft probability estimated by the different model

closures, and section 8 presents results using the double-

Gaussian PDFs to close higher-order moments.

2. Large-eddy simulations

We analyze the vertical velocity (w) PDF in four

boundary layer cloud cases using LES. The Advanced

Research version of WRF (WRF-ARW), versions 3.6

and 3.8.1, is run in LES mode using the WRF LES

package released by Takanobu Yamaguchi (Yamaguchi

and Feingold 2012; available at http://esrl.noaa.gov/csd/

staff/tak.yamaguchi/code/) and updated to WRF, version

3.6 and 3.8.1, by the author (version 3.6 available from

the same location). WRF is a nonhydrostatic fully com-

pressiblemodel and uses the covariant velocities (u, y,w),

dry air mass, geopotential, potential temperature u, and

subgrid-scale (SGS) turbulent kinetic energy (TKE) as

the basic prognostic variables (Yamaguchi and Feingold

2012). Sensitivity to the acoustic time step is found using

potential temperature as a prognostic variable, which is

remedied by instead using the moist potential tempera-

ture in version 3.8.1 simulations (Xiao et al. 2015). SGS

turbulence is parameterized with a 1.5-order TKE

closure (Klemp and Wilhelmson 1978; Deardorff 1980)

and surface fluxes are computed using Monin–Obukhov

similarity. For microphysics, this study uses the Morrison

(Morrison et al. 2009) scheme, which prognoses mass

mixing ratios of nonprecipitating water (vapor, water,

and ice) and precipitatingwater (rain, snow, and graupel).

Here, diagnosed number concentrations are used. The

lateral boundary conditions are periodic and the upper

boundary is rigid. A Rayleigh relaxation layer controls

gravity wave reflection from the upper boundary.

A wide range of boundary layer cloud cases are ex-

amined: two marine shallow cumulus cases, a continental

shallow cumulus case, and a marine stratocumulus case.

The first is based on the Barbados Oceanographic and

Meteorological Experiment (BOMEX) (Holland and

Rasmusson 1973) and is a case of nonprecipitating trade

wind cumulus. It is run using the same configuration

as the Global Energy and Water Cycle Exchanges

project (GEWEX) Global Atmospheric System Studies

(GASS) (formerly GEWEX Cloud System Studies)

intercomparison case (Siebesma et al. 2003). How-

ever, here the size of the domain is increased to

16.9 km 3 16.9 km with the model top at 7480m to in-

crease the turbulence statistics collected. The simulation

is run using WRF, version 3.8.1, with horizontal and

vertical resolutions of 100 and 40m, respectively, and a

1-s time step. The case is run for 6 h, with results shown

averaged over the last 3 h.

The second case is from the Rain in Cumulus over the

Ocean (RICO) field campaign (Rauber et al. 2007) and

is a precipitating trade wind cumulus case. It is run using

the same configuration as the GASS intercomparison

case (VanZanten et al. 2011). The simulation is run us-

ing WRF, version 3.6, with a horizontal and vertical

resolution of 100 and 40m, respectively, and a 1-s time

step. The domain size is 12.9 km 3 12.9 km with the

model top at 4000m. The acoustic time step is set to

0.125 s. The cloud droplet number concentration is

prescribed at 70 cm23. The case is run for 24 h, with re-

sults shown averaged over the last 4 h.

The third case is of nonprecipitating continental

shallow cumulus and is based on observations made at

the Southern Great Plains (SGP) site of the Atmo-

spheric Radiation Measurement (ARM) program. The

same configuration as for the GASS intercomparison is

used (Brown et al. 2002). The simulation is run using

WRF, version 3.8.1, with horizontal and vertical reso-

lutions of 66.7 and 40m, respectively, and a 0.5-s time

step. The domain size is 6470m3 6470mwith themodel

top at 4400m. The case is run for 14.5 h, with results

shown averaged over 8.5–10.5 h, corresponding to 1400–

1600 local time (LT).

The final and fourth case is from the first research flight

(RF01) of the Second Dynamics and Chemistry of Ma-

rine Stratocumulus field study (DYCOMS-II) (Stevens

et al. 2003) and is amarine stratocumulus case. Again, the

same configuration as for the GASS intercomparison is

used (Stevens et al. 2005). The simulation is run using

WRF, version 3.6, with horizontal and vertical resolutions

of 35 and 5m, respectively, and a 0.1-s time step. The

domain size is 3395m 3 3395m with the model top at

1500m. The acoustic time step is set to 0.01 s. Tomaintain

the cloud deck over time in line with the intercomparison

models, the cloud droplet number concentration is pre-

scribed at 120 cm23. The case is run for 4h and the results

shown are averaged over the last hour.

The sensitivity of higher-order moments of vertical ve-

locity to the model resolution was examined in BOMEX

and ARM, representing two very different shallow cu-

mulus cases displaying strongly non-Gaussian turbu-

lence statistics. In simulations doubling both the vertical

and horizontal resolutions, differences in peak kurtosis

in the cloud layer were found to be at most 2% for

BOMEX and 18% for ARM. The sensitivity to resolu-

tion was not examined for DYCOMS RF01, as the high

resolution of the standard intercomparison case was

found to compare well with observations, and higher-

order moments are of less interest for this case relative

to the shallow cumulus cases.
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For all simulations, the instantaneous three-dimensional

vertical velocity field is saved every 5min of simulation.

The results shown are averaged from this output.

3. Vertical velocity statistics

The turbulent structure of the PBL is reflected in the

vertical velocity statistical moments. The variance,

s2
w 5w02, is a measure of the intensity of turbulence, and

higher-order moments (.2) indicate the turbulence

organization. The skewness, S5w03/w023/2, a normalized

measure of the third moment w03, indicates the relative

frequency of extreme values of the vertical velocity.

Small values of S and w03 occur when the distribution is

relatively symmetric between updrafts and downdrafts.

A positive value indicates strong and narrow updrafts

are more likely to occur than strong and narrow down-

drafts. A negative value reflects stronger and narrow

downdrafts. The kurtosis, K5w04/w022, a normalized mea-

sure of the fourth moment w04, also indicates the fre-

quency at which extreme values of vertical velocity

occur. A kurtosis greater than the value for a Gaussian

distribution, that is, 3, indicates an increase in extreme

values together with a high probability of small values

about the mean, with respect to a Gaussian distribution.

The mean profiles of vertical velocity variance, skew-

ness, and kurtosis are shown in Figs. 1 and 2 for each case.

For DYCOMSRF01, a maximum in the vertical velocity

variance is seen around cloud base (Fig. 1a). The simu-

lation is more energetic thanmost of the intercomparison

models throughout most of the PBL and ismuch closer to

observations than the intercomparison mean. Observa-

tions of the third moment (Fig. 1b) show negative values

throughout most of the cloud layer and in the upper

subcloud layer, reflecting strong downdrafts driven by

cloud-top radiative cooling, which are typical for a stra-

tocumulus cloud. Again, the simulation results are much

closer to the observations than the intercomparison

mean, which displays the wrong sign throughout most of

the PBL. The latter is indicative of decoupling, where the

turbulence has become more surface driven, resulting in

positive values of the third moment. The skewness in the

simulation (Fig. 1c) reflects similar properties as the third

moment. Comparatively small values are seen relative to

the shallow cumulus cases, indicative of largely symmet-

ric, Gaussian turbulence. Amaximum in skewness is seen

at cloud top. Model intercomparison and observational

data are not available for the skewness for this case.

The kurtosis (Fig. 1d) displays largely Gaussian values

(around 3), apart from a sharp peak at cloud top. Similar

to the skewness, this indicates mostly symmetric, Gauss-

ian turbulence. Observational or model intercomparison

data are not available for the kurtosis for any of the cases.

For the BOMEX shallow cumulus case, the vertical

velocity variance (Fig. 2a) shows a peak around the

middle of the subcloud layer, a minimum around cloud

base, and a second peak in the cloud layer. The peak in

the subcloud layer is due to surface fluxes, whereas the

peak in the cloud layer is related to enhanced turbu-

lence from latent heat release. The simulation here is

somewhat more energetic than the intercomparison

cases in the upper subcloud layer and lower cloud layer.

The peak in the cloud layer is about the same as the

intercomparison mean. There are no observations for

comparison in this case. The skewness (Fig. 2b) is

positive throughout the PBL (apart from some small

negative values in the upper cloud layer), indicative of

stronger updrafts. The skewness increases through the

cloud layer to reach a maximum value of around 3 near

the center of the cloud. The increase in skewness re-

flects updrafts becoming stronger and narrower with

height. There are no intercomparison or observational

data available for the skewness. The kurtosis for this

case (Fig. 2c) exhibits Gaussian values near the surface

and above the cloud layer. It gradually increases away

from the surface in the subcloud layer, in line with

previous observations in the CBL, for example,

Lenschow et al. (2012). Values of around 6 are seen just

below cloud base. Above this, the kurtosis increases

sharply within the cloud layer to reach a maximum of

around 48 near the center. Few reports exist on the

vertical velocity kurtosis within shallow cumulus, al-

though large values in the center of the cloud layer are

also found in the LES performed by Zhu and Zuidema

(2009, their Fig. 3). A similar kurtosis profile within a

shallow cumulus cloud is seen in Fig. 13 of Bougeault

(1981) in his numerical simulation, although with a

lower peak value of around 16. The high kurtosis is a

result of low-cloud fraction typical of shallow cumulus,

with predominantly small fluctuations about the mean

in clear air, coupled with strong, narrow updrafts in

cloudy air that form the long tail in the vertical velocity

distribution. There are no observational data for

comparison for this case.

The RICO shallow cumulus case shows overall quali-

tatively similar vertical velocity statistics as the BOMEX

case (Figs. 2d–f). There is again a double peak in the

variance, with the simulation here more energetic than

the intercomparison models. This case is more energetic

in the cloud layer than the BOMEX case. The skewness

is mostly close to the intercomparison mean and peaks

in the center of the cloud layer around 3, similar to

BOMEX, although it decreases less rapidly around the

peak. The kurtosis is mostly close to Gaussian in the sub-

cloud layer and above the cloud, and increases with height

in the subcloud layer. It peaks around 38 in the center of the
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cloud layer. There are no observational data for compari-

son for this case.

TheARMcase differs from the other shallow cumulus

cases in that it is driven by stronger surface fluxes over

land.More energetic turbulent eddies result, reflected in

the vertical velocity variance profile (Fig. 2g). Higher

values are seen in both the subcloud and cloud layers

relative to the other cases. The skewness (Fig. 2h) for

this case does not exhibit the same well-defined peaks as

for BOMEX and RICO in the cloud layer and varies

more gradually. A maximum skewness of around 1.2 is

seen at the top of the subcloud layer and in the center of

the cloud layer. The kurtosis (Fig. 2l) peaks at the top of

the cloud layer, unlike BOMEX and RICO, which peak

closer to the center of the cloud. The kurtosis reaches a

maximum of about 40 for ARM.

4. Modeling the vertical velocity PDF

If a model was able to predict an infinite number of

statistical moments, then the vertical velocity PDF could

be exactly defined (Shohat and Tamarkin 1943). How-

ever, owing to computational expense, only a very lim-

ited number may be predicted. Thus, any relationships

FIG. 1. Verticalmean profiles fromLES for theDYCOMSRF01 case for (a) variance ofw, (b) thirdmoment ofw,

(c) skewness of w, and (d) kurtosis of w. Horizontal dashed lines indicate the cloud layer, defined as any point with

ql . 0. LES model intercomparison results are shown in (a) and (b), with light gray shading the minimum and

maximum range and dark gray shading the interquartile range. Also, observations are shown with black circles

(Stevens et al. 2005), the solid black line is the LES result from this study, and the dashed black line is the mean of

the intercomparison models.
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between moments that can be used to diagnose higher-

order moments not predicted by the model are very

beneficial. Most atmospheric models in current use

predict up to the third-order moments at most. How-

ever, this leaves the fourth-ordermoments that still need

to be diagnosed to close the third-order moment equa-

tions. The earliest approaches used the Millionshchikov

hypothesis (Millionshchikov 1941; Monin and Yaglom

1971, 1975), which states that the fourth-order moments

can be assumed to be quasi normal (Gaussian). This

assumption has been used in many models (e.g., André
et al. 1976; Moeng and Randall (1984); Canuto et al.

(1994). However, subsequent studies have found this

assumption to fail for skewed convective boundary

layers (Ilyushin and Kurbatskii 1997; Canuto et al. 2001;

Gryanik and Hartmann 2002, hereafter GH; Alberghi

et al. 2002). The results shown in Fig. 2 for the shallow

cumulus cases corroborate these studies, where the

fourth-order vertical velocity moments are very large

and far fromGaussian. Prior studies have been limited to

FIG. 2. As in Fig. 1, but with the LES results for the (a)–(c) BOMEX, (d)–(f) RICO, and (g)–(i) ARM cases. (left) The variance of w,

(center) the skewness of w, and (right) the kurtosis of w.
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the subcloud layer, and one of the aims of the present work

is to examine fourth-order closures for the entire depth of

the lower atmosphere, including the cloud layer. As we

have seen in Fig. 2, extreme departures from Gaussian

values are seen for the kurtosis (normalized fourth-order

moment) in the shallow cumulus cloud layer.

Aparabolic relationship between skewness and kurtosis

has been found, which can be used to define fourth-order

closures. Such a relationship exists not only for atmo-

spheric turbulence but also for other complex dynamical

systems in fields as diverse as plasma physics and financial

markets (Cristelli et al. 2012). The first was proposed by

Mole and Clarke (1995) for atmospheric diffusion,

K5 aS2 1 b , (1)

where S is the skewness, K is the kurtosis, and a and b

are constants.

Tampieri et al. (2000) proposed a5 b5 3:3 for the

vertical velocity of purely shear-driven turbulence.

Waggy et al. (2016) found a5 b5 2:7 gave a better fit for

the neutral PBL in their DNS, which is in agreement with

a5 b5 2:46 0:3 from Alberghi et al. (2002) for obser-

vations in the CBL. GH argued that as S approaches

zero, the fourth-ordermoments should approachGaussian

values. This assumption implies a5 1 and b5 3. The re-

sults ofWaggy et al. (2016)were in agreement. The closure

of GH is designed to be universal, in that it describes

Gaussian turbulence in the limit of small skewness and

strongly non-Gaussian skewed turbulence in the limit of

large skewness.

Figure 3a shows the relationship between S and K for

all the LES cases, for points within the subcloud layer for

the time periods specified in section 2 for each case. The

best nonlinear least squares fit for the LES data (with the

constraint when S5 0 and K5 3) is shown by the green

curve, with constants a5 1:48 and b5 3:0. This curve

provides a reasonable fit to the data for all cases, al-

though points approaching the cloud layer deviatemore,

displaying greater kurtosis. The relationship from GH,

shown by the blue curve, also provides a reasonable fit to

the LES data. The curves from the B1 and B2 experi-

ments (shown by the brown solid and dashed lines, re-

spectively, in Fig. 3) fromWaggy et al. (2016) agree well

for S . ;0.6, although below this value the kurtosis is

underestimated.

Within the cloud layer (Fig. 3b), however, the kurtosis

increases more rapidly with skewness than in the sub-

cloud layer and the aforementioned relationships break

down. The different behavior in the cloud layer is due to

enhanced turbulence from latent heat release. The best

nonlinear least squares fit to the LES data (with the

constraint when S5 0 and K5 3) within the cloud layer

is shown by the green curve in Fig. 2b, with constants

a5 3:84 and b5 3:0.

Overall, the following relationships between skewness

and kurtosis are found to give the best fit to the LES

data:

K5

�
3:84S2 1 3, in cloud layer

1:48S2 1 3, otherwise,
(2)

FIG. 3. The relationship between skewness and kurtosis for every LES grid point over the time period specified in

section 2, for (a) points within the subcloud layer and (b) points within the cloud layer. Results for BOMEX,RICO,

ARM and DYCOMS RF01 are shown in red, blue, black, and magenta, respectively. The green curve shows the

best fit to the LES, while the other curves are previously suggested relations discussed in the text.
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where the cloud layer is defined here as any level in the

LES where the mean liquid water mixing ratio ql is

greater than zero. If no information is available regarding

the cloud layer, then the following relationships de-

pending only on S are found to give a reasonable fit to the

LES data (discussed in the next section):

K5

�
1:48S2 1 3, if S, 1:4

3:84S2 1 3, if S$ 1:4
. (3)

The new relationships will subsequently be used to

diagnose the kurtosis from the skewness, in both the

subcloud and cloud layers, and to define a closure for

specifying the double-Gaussian PDF parameters for

vertical velocity, discussed in the next section.

5. Specifying double-Gaussian PDF parameters

The double-Gaussian PDF is defined by five parame-

ters: the relative amplitude a, the means w1 and w2, and

the standard deviations s1 and s2 of Gaussians 1 and 2,

respectively. Here, a is defined as the amplitude of the

Gaussian with the largest amplitude, named Gaussian 1.

The method of moments can be used to define the PDF

parameters, where the PDF moments are chosen to

match model-predicted statistical moments of vertical

velocity. The first three moments of the double-Gaussian

vertical velocity PDF, obtained by integrating the mo-

ments over the double-Gaussian PDF, are

w5 aw
1
1 (12 a)w

2
, (4)

w02 5 a (w
1
2w)2 1s2

1

h i

1 (12 a) (w
2
2w)2 1s2

2

h i
, (5)

and

w03 5 a (w
1
2w)3 1 3(w

1
2w)s2

1

h i

1 (12 a) (w
2
2w)3 1 3(w

2
2w)s2

2

h i
. (6)

Assuming the host model is able to predict the first

three moments of vertical velocity, an additional two re-

lations are required to specify the five parameters of the

PDF. A number of closures have been suggested in the

literature. Here, we examine some of the most recently

proposed closures and compare them with the unpar-

ameterized double-Gaussian ‘‘best fit’’ PDF from the

LES data. The required input moments for the closures

are obtained directly from LES. This approach enables a

fair comparison between the model closures, and the re-

sults reflect the best-case scenario.

The unparameterized double-Gaussian PDF param-

eters are determined from the LES data using an ex-

pectation maximization (EM) algorithm (Dempster

et al. 1977). It is an iterative method that finds the

maximum likelihood estimates of the PDF parameters,

that is, the set of parameters most likely to have gen-

erated the given data. It has previously been used

by Perraud et al. (2011) and Firl and Randall (2015)

to determine double-Gaussian PDF parameters for

clouds. Here, the EM algorithm that is part of the

mixtools package in R is used (Benaglia et al. 2009) to

determine the best-fit PDF parameters. It is applied at

each model level in the LES over the time period

specified in section 2 for each case. The results shown

are averaged over the same time period.

Figure 4 shows an example of the best-fit double-

Gaussian PDF determined using the EM algorithm

within a stratocumulus cloud layer (DYCOMSRF01 case)

and a shallow cumulus cloud layer (BOMEXcase). For the

stratocumulus case, Gaussian 1 represents the bulk of the

cloudy points. Gaussian 2 supplements Gaussian 1 where

the skewness or kurtosis departs from Gaussian. For the

shallow cumulus case, Gaussian 1 instead represents

the bulk of the noncloudy points. Gaussian 2 represents

the tails of the distribution, including the long updraft tail

representing the bulk of the cloudy points. Note that this

contrasts with previous studies (e.g., Bærentsen and

Berkowicz 1984; Luhar et al. 1996), where Gaussian 2 is

assumed to represent primarily the updraft tail only.

Figure 4 also highlights that while a single-Gaussian PDF

provides a good approximation for stratocumulus, it does

not for shallow cumulus.

The following relations for the standard deviations of

Gaussians 1 and 2 are found to provide a good fit to the

LES data (Fig. 5):

s
1

s
w

5 12
0:4jSjffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:31 S2

p (7)

and

s
2

s
w

5

�
1, if jK2 3j, 0:5

1:26jK2 3j0:28, if jK2 3j$ 0:5,
(8)

where S and K are the skewness and kurtosis of vertical

velocity, respectively, provided by the host model. The

latter may be provided by the host model or diagnosed

using Eq. (2) or (3). Equation (7) ensures that as S/ 0,

s1 /sw. In addition, from Eq. (8), when K is close to

Gaussian, s2 5sw. As a result, the PDF collapses to a

single Gaussian under these conditions.WhenK departs

fromGaussian, s2 scales withK [Eq. (8)]. From Fig. 4b it

is intuitive that this should be the case, as Gaussian 2
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represents the tails of the PDF for cases with high kur-

tosis. Once s1 and s2 are obtained, the remaining three

PDF parameters may be found by solving the first three

double-Gaussian moment equations [Eqs. (4)–(6)].

Figure 5 shows vertical mean profiles of s1 and s2 for

each case, where ‘‘New’’ denotes the new closure with

kurtosis provided by the LES (or the host model), ‘‘New

diag’’ with kurtosis instead diagnosed using Eq. (2), and

‘‘New diag S’’ with kurtosis diagnosed using Eq. (3). The

most recent closures proposed in the literature are com-

pared: The first one is the closure fromLY. The second one

is the closure from Luhar et al. (1996), with a sign modifi-

cation by Larson et al. (2002) to permit both negative and

positive S and called analytic double Gaussian 2 (L96/

ADG2). The latter is also the closure used by Cheng and

Xu (2006, 2008, 2015) in their model called Intermediately

Prognostic Higher-Order Turbulence Closure (IPHOC).

Finally, we compare the closure from Larson and Golaz

(2005), used in their model called Cloud Layers Unified by

Binormals (CLUBB), and denoted here by the same name.

For the marine shallow cumulus cases, BOMEX and

RICO, the new closure for s1 provides a good fit to the

LES data over the whole vertical profile. It performs

similarly to the other closures in the subcloud layer.

Differences appear in the cloud layer, with L96/ADG2

and, to a lesser degree, LY underestimating s1 in the

middle of the cloud layer. CLUBB also underestimates

s1 in the upper half of the cloud and above. However,

these differences are not great compared to those of s2.

In the lower half of the subcloud layer, all the closures

apart from CLUBB perform similarly for s2 and provide

a reasonable fit to the LES data. However, in the upper

half of the subcloud layer and the lowermost levels of the

cloud, the new diagnostic closure and LY and L96/ADG2

somewhat underestimate s2. The new closure with pre-

dicted kurtosis provides a better fit to LES. At higher

levels in the cloud, the closures deviate further, with LY,

L96/ADG2, andCLUBBall substantially underestimating

s2. The new prognostic closure provides a much better fit

to LES, with the new diagnostic closure also providing a

reasonable fit with some underestimation in the lower and

upper levels of the cloud. CLUBB assumes s2 5s1, which

from Fig. 5 is not a reasonable assumption, particularly in

the cloud layer.

For the continental shallow cumulus case, ARM, the

models generally overestimate s1 somewhat in the

subcloud layer, more so than in the marine shallow cu-

mulus cases. CLUBB provides the best estimate of s1 in

the subcloud layer, and the new closure performs simi-

larly to the other models. These differences diminish in

the cloud layer and above. For s2, the new closure, LY,

and L96/ADG2 perform similarly in the lower half of

the subcloud layer and then diverge above, with the new

closure somewhat overestimatings2. Again, the greatest

differences are seen in the cloud layer, with LY, L96/

ADG2, and CLUBB all underestimating s2 signifi-

cantly. The new diagnostic closure performs better, al-

though it still underestimates s2 with respect to the new

prognostic closure. The latter somewhat overestimates

s2 in the cloud layer, although it provides the best fit to

FIG. 4. The vertical velocity PDF within the cloud layer for (a) DYCOMS RF01 and (b) BOMEX. Black shows

results from LES, with cloudy points shown in dark blue, and clear points shown in light blue. Purple shows the

single-Gaussian PDF with a standard deviation equal to the LES. Red shows the double Gaussian best fit, which is

the sum of Gaussian 1 (orange), and Gaussian 2 (green).
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the LES over the vertical column with respect to the

other models.

Finally, for the stratocumulus case, DYCOMS RF01,

the new closure and LY provide a good fit to the LES for

s1. L96/ADG2 somewhat overestimates s1 in the upper

half of the subcloud layer and the lower half of the cloud

layer. CLUBB underestimates s1 in the subcloud and

cloud layers by approximately one-third. For s2, the new

closure, LY, and L96/ADG2 generally overestimate s2.

CLUBB underestimates s2, apart from in the cloud

layer, where it provides a better fit. However, it should

be noted that the differences with respect to the best fit

for this case are much smaller for all the models than for

the shallow cumulus cases.

6. Cloud-layer vertical velocity PDFs

Here we examine the vertical velocity PDF within the

cloud layer for the different cases, comparing the LES PDF

with the various double-Gaussian closures. Figures 6 and 7

show the vertical velocity PDF for each case at a level in the

cloud where skewness is around maximum, to highlight

differences in the double-Gaussian closures. The right-hand

column has a log scale to highlight differences in the tails.

FIG. 5. Verticalmean profiles of the standard deviation ofGaussian 1 and 2 for (a) BOMEX, (b)RICO, (c)ARM,

and (d) DYCOMS RF01. Black shows the double Gaussian best fit, and the closures of LY, L96/ADG2, and

CLUBB are shown in magenta, purple, and blue, respectively. Note for CLUBB, s2 5s1. Results with the new

prognostic and diagnostic closure are shown in red and green, respectively. The orange dashed line shows s2

obtained using K diagnosed from Eq. (3). Horizontal dashed lines indicate the cloud layer.
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The shallow cumulus cases are characterized by

strongly non-Gaussian turbulence statistics, with PDFs

displaying high skewness and kurtosis. The amplitude of

Gaussian 1 is significantly overestimated by LY andL96/

ADG2 for BOMEX (Figs. 6a,b), whereas CLUBB and

the new closure provide a good estimate of the ampli-

tude. As discussed in the previous section, LY and L96/

ADG2 underestimate s1, which is also seen in Fig. 6. For

the updraft tail, representing the bulk of the cloudy

points, LY and L96/ADG2 overestimate the probability

of w values between approximately 0.4 and 2.3m s21.

Above this value, the probability is underestimated

owing to a smaller s2, which results in a more rapid

decay of the PDF. CLUBB displays the greatest bi-

modality of all the PDFs, because s2 5s1 and there is

greater separation between w1 and w2. As a result, it

tends to underestimate the probability ofw at intermediate

values (here, between around 0.5 and 1.2ms21) and

overestimate the probability at higher values (here, be-

tween 1.2 and 2.2ms21). There is an underestimation at

higher values, as with LY and L96/ADG2, owing to a

smallers2, which results in amore rapid decay of the PDF.

These models also significantly underestimate the down-

draft tail of the PDF, by a factor of 100 in some cases.

FIG. 6. The vertical velocity PDF within the cloud layer for (a),(b) BOMEX and (c),(d) RICO. The PDF with a

log scale is shown in (b) and (d). The PDF fromLES is shown in black, and the double- and single-Gaussian best fits

are shown in red and green, respectively. The closures from LY, L96/ADG2, and CLUBB are shown in magenta,

purple, and blue, respectively. Results with the new prognostic and diagnostic closure are shown in solid and dashed

orange, respectively.
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The new closure performs well compared to LES, with

the tails of the PDF decaying less rapidly owing to larger

s2. The errors are within an order of magnitude.

Similar differences between the models are seen for

RICO, although there is less overestimation of the am-

plitude of Gaussian 1 for LY (Figs. 6c,d). CLUBB and,

to a lesser degree, the new closure somewhat over-

estimate the amplitude. The updraft tail is a little longer

and fatter than the BOMEX case, and all the models

capture this. The new closure performs well for the up-

draft tail. It overestimates the downdraft tail for this

case, although it should be noted that the double-

Gaussian best fit also overestimates the downdraft tail,

pointing to some fundamental limitations of the double-

Gaussian formulation.

The ARM case is driven by stronger surface fluxes

over land, relative to the BOMEX and RICO cases. The

PDF has a greater variance and longer tails as a result

(Figs. 7a,b). All the models estimate the amplitude of

Gaussian 1 reasonably well. However, as with BOMEX

and RICO, the length of the tails is underestimated for

LY, L96/ADG2, and CLUBB. The new closure per-

forms well, both for Gaussian 1 and for the tails. The

minor mode seen in CLUBB is more prominent in this

case than in BOMEX and RICO, and results in an

overestimation of the probability of w values between

0.8 and 2 ms21.

Finally, for DYCOMSRF01, LY, L96/ADG2, and the

new closure perform well, with minimal differences seen

(Figs. 7c,d). The single Gaussian also provides a good

FIG. 7. As in Fig. 6, but for (a),(b) ARM and (c),(d) DYCOMS RF01.
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estimate of the PDF. However, CLUBB exhibits a bi-

modal PDF, with the antimode occurring at the modal

value of the LES PDF. The formulation of CLUBB

does not allow it to collapse to a single Gaussian for

low skewness as with the other closures. It also un-

derestimates the probability in the tails.

7. Updraft probability

The integral of the w PDF over a particular interval is

the probability of w values occurring within that in-

terval. For cloud and aerosol physics, we are particularly

interested in the updraft portion of the PDF, where

cloud forms. Here, we examine the PDF integrals for

positive w, which provides an overall measure of the

quality of the PDF.

The shallow cumulus cases show similar updraft prob-

ability characteristics overall from the LES (Fig. 8). In the

subcloud layer, the probability of an updraft lies between

0.4 and 0.5. This probability is equivalent to the updraft

fractional area over the domain, an important component

of mass-flux cumulus models. The probability decreases

with height from the surface and reaches a minimum in

the mid- to upper half of the subcloud layer. From this

point it increases again until inside the cloud layer, where

the probability lies around 0.5. For the marine shallow

cumulus cases (BOMEX and RICO), the updraft prob-

ability is slightly less than 0.5 for much of the cloud layer.

It increases slightly above 0.5 in the upper cloud layer,

before becoming approximately constant around 0.5

above. The continental shallow cumulus case (ARM)

shows a greater variation in updraft probability in the

cloud layer as a result of stronger fluxes.

The stratocumulus case (DYCOMS RF01) displays

opposite updraft probability characteristics to the shallow

cumulus cases. For this case, the updraft probability

gradually increases with height within the subcloud layer,

from about 0.48 near the surface to 0.54 at the base of the

cloud. The probability increases above 0.5 around the

midpoint of the subcloud layer. The probability stays

roughly constant in the lower half of the cloud layer, at

around 0.54, and then decreases with height to the top of

the cloud layer, where it reaches a minimum of 0.45. This

minimum is a reflection of the cloud-top radiative cooling

driving negative buoyancy. Above the cloud layer, the

updraft probability increases again to around 0.5.

The greatest differences between the models are seen

for the BOMEX and RICO cases. LY, L96/ADG2, and

the new closure slightly overestimate the updraft proba-

bility from the surface to the upper subcloud layer. Above

this height agreement is better, although the results di-

verge again around the cloud base, where the new closure

(with predicted kurtosis) performs the best. CLUBB

underestimates the updraft probability throughout the

subcloud layer, by up to 10% for RICO. Going into the

cloud layer, the models diverge further, with all under-

estimating the probability through much of the cloud

layer. L96/ADG2 underestimates the probability the

most, by up to 45% in both cases. LY underestimates the

probability to a lesser degree, by up to 35% in BOMEX

and 25% in RICO. CLUBB performs similarly for

BOMEX and RICO, underestimating the probability by

up to 20%. The new prognostic closure performs best,

underestimating the updraft probability by up to 6%.

Around cloud top and above, the models perform simi-

larly to the LES, although L96/ADG2 and CLUBB

slightly overpredict the updraft probability near the top of

the cloud for RICO.

The models show somewhat similar characteristics for

ARM as BOMEX and RICO within the subcloud layer.

However, model performance is generally improved

overall for the cloud layer. Here, the updraft probability

is underestimated by up to 20%, 17%, 14%, and 4% for

L96/ADG2, CLUBB, LY, and the new prognostic clo-

sure, respectively. Above the cloud layer, LY and the

new closure perform best, with results similar to LES.

CLUBB and L96/ADG2 underestimate the probability

by up to 10%.

Of all the cases, themodels performbest forDYCOMS

RF01, with less variation between them. The better

agreement results from the low skewness for this case.

CLUBB shows the greatest deviation from the LES,

with the updraft probability overestimated by up to

6% near cloud base and underestimated by up to 16%

near cloud top. LY, L96/ADG2, and the new closure

deviate from LES from the upper subcloud layer to the

upper half of the cloud layer, with the updraft proba-

bility underestimated by up to 6%. No model performs

best for cloud base, with LY, L96/ADG2, and the new

closure underestimating, and CLUBB overestimating

the probability, by approximately the same degree. At

cloud top, the new prognostic closure performs best,

closely matching LES. Above the cloud layer, the

models perform similarly to LES, with greater deviations

seen in CLUBB.

For the strongest updrafts, wherew. 2sw, most of the

models significantly overestimate the probability within

the cloud layer for the shallow cumulus cases (Fig. 9).

The new closure greatly reduces this overestimation,

with the probability overestimated by up to 20% and

56% for the prognostic and diagnostic closures, re-

spectively, for BOMEX. LY, L96/ADG2, and CLUBB

overestimate the probability by up to a factor of 4.4, 4.1,

and 3.4, respectively. In the upper cloud layer and

above, CLUBB underestimates the probability by up to

60%. A similar pattern is seen for RICO.
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For ARM, the overestimation of the probability is

generally reduced compared to BOMEX and RICO.

The probability is overestimated up to a factor of 2.4,

2.2, and 2.2, for CLUBB, LY, and L96/ADG2, re-

spectively, within the cloud layer. The overestimation is

significantly reduced for the new closure, with the

probability overestimated by up to 20% and 47% for the

prognostic and diagnostic closures, respectively. Over-

all, the new prognostic closure provides the best esti-

mate of the probability of strong updrafts, and it most

closely follows the shape of the LES profile.

As before, the models show better agreement for

DYCOMS RF01. LY, L96/ADG2, and the new closure

all provide a reasonable estimate of the probability

within most of the cloud layer. However, the models

diverge near the cloud top, with the new closure in

good agreement with LES, and CLUBB, LY, and L96/

ADG2 overestimating the probability by up to 70%,

50%, and 42%, respectively. Apart from around cloud

top, CLUBB significantly underestimates the prob-

ability relative to LES and the other models by

around 60%.

8. Closure of higher-order moments

Once the double-Gaussian PDF has been specified, it

may be used to diagnose higher-order moments, such as

w04. These higher-order moments may then be used to

close the predictive equations for lower-order moments at

the next model time step. The higher-order moments may

be diagnosed from the PDF by integrating the moment

over the PDF. The resulting equation for w04 is

FIG. 8. Vertical mean profiles of the updraft probability (w. 0) for (a) BOMEX, (b) RICO, (c) ARM, and

(d) DYCOMS RF01. Curves are as in Fig. 7. Horizontal dashed lines indicate the cloud layer.
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Figure 10 showsw04 resulting from the different model

closures, compared with LES. For the shallow cumulus

cases, the new closure significantly improves perfor-

mance within the cloud layer. LY, L96/ADG2, and

CLUBB show similar results, underestimating the

peak in w04 by 69%, 67%, and 63% for the BOMEX,

RICO, and ARM cases, respectively. While results

are improved with the new closure, the peak is still

underestimated by 34%, 28%, and 22% for the

BOMEX, RICO, and ARM cases, respectively, for the

prognostic closure. The peak is underestimated by

38%, 37%, and 29%, for the BOMEX, RICO, and

ARM cases, respectively, for the diagnostic closure.

Note that the double-Gaussian best fit does not im-

prove performance, indicating a fundamental limita-

tion with the double-Gaussian PDF. In this case,

increasing the number of Gaussians to 3 or 4 would be

necessary to improve the results (Firl and Randall

2015).

In the subcloud layer, the model results converge, with

the new prognostic closure, LY, and L96/ADG2 per-

forming slightly better than CLUBB for BOMEX and

RICO. The new prognostic closure performs best in the

upper subcloud layer and around cloud base. For the

ARM case, LY, L96/ADG2, and the new closure some-

what overestimate the peak in w04 in the subcloud layer

by around 20%. CLUBB performs better in this case.

FIG. 9. Vertical mean profiles of the updraft probability for w. 2sw for (a) BOMEX, (b) RICO, (c) ARM, and

(d) DYCOMS RF01. Curves are as in Fig. 7. Horizontal dashed lines indicate the cloud layer.
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For DYCOMS RF01, the new closure, LY, and L96/

ADG2 perform similarly within the cloud layer, giving

good agreement with LES. However, CLUBB un-

derestimates the peak by 30%. In the subcloud layer, the

new prognostic closure, LY, and L96/ADG2 perform

slightly worse than in the cloud layer. The new di-

agnostic closure underestimates w04 by up to 32% in the

upper subcloud layer but performs similarly to the

prognostic closure otherwise. CLUBB consistently un-

derestimatesw04 by 30%–38%within the subcloud layer.

9. Discussion and conclusions

We have examined the vertical velocity probability

distribution function (PDF) throughout the depth of the

lower atmosphere, including the cloud layer and above,

in large-eddy simulations (LESs) of four GASS bound-

ary layer cloud intercomparison cases. To our knowl-

edge, this is the first study to do so. Two marine shallow

cumulus cases (BOMEX and RICO), a continental

shallow cumulus case (ARM), and a marine stratocu-

mulus case (DYCOMS RF01) are studied. DYCOMS

RF01 exhibits largely Gaussian vertical velocity statis-

tics, typical of stratocumulus cloud, and, in this case,

representing the vertical velocity PDF with a single

Gaussian will suffice. However, the shallow cumulus

cases are characterized by non-Gaussian turbulence

statistics with large departures from Gaussian values for

higher-order moments such as skewness and kurtosis in

the cloud layer. For these cases, a PDF that is able to

represent such non-Gaussian turbulence statistics is re-

quired. A double-Gaussian PDF is one of the simplest

FIG. 10. Vertical mean profiles of the fourthmoment ofw for (a) BOMEX, (b) RICO, (c) ARM, and (d) DYCOMS

RF01. Curves are as in Fig. 7. Horizontal dashed lines indicate the cloud layer.
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distributions that will permit non-Gaussian values of

higher-order moments, and it has been employed to

represent turbulence by LY, Luhar et al. (1996), Larson

et al. (2002), and Larson and Golaz (2005) among

others. These model closures for the vertical velocity

PDF have been examined, with the required input sta-

tistical moments obtained directly from LES. This ap-

proach enables a fair comparison between the model

closures, and the results reflect the best-case scenario.

We do not examine the impact of inaccuracies in the

various ‘‘host’’ models (i.e., the higher-order turbulence

models used to predict the required moments to con-

struct the double-Gaussian PDF in an atmospheric

model). Neither do we test the applicability of themodel

closures across a range of model grid sizes. Bogenschutz

et al. (2010) found little sensitivity to grid size for

double-Gaussian PDFs applied to shallow cumulus.

Existing model PDF closures are found to perform well

overall in the subcloud layer for the shallow cumulus cases.

However, they break down in the cloud layer, where

vertical velocity statistics become strongly non-Gaussian

and high skewness and kurtosis are seen. Inaccuracies are

seen in both the amplitude and standard deviation of the

first Gaussian, representing primarily clear air, and the

secondGaussian, representing the tails. The latter includes

the updraft tail, consistingmostly of cloudy air. The tails of

the PDF decay too rapidly, underestimating extreme

values. At intermediate values within the updraft tail, the

probability tends to be overestimated. For updrafts greater

than 2sw, existing closures overestimate the probability

by a factor of 3–4 for BOMEX and RICO, and by more

than a factor of 2 for ARM. However, the probability of

updrafts overall (i.e., the probability of any value of ver-

tical velocity greater than zero) is underestimated by ex-

isting closures, by 20%–45% for BOMEX andRICO. For

ARM, the underestimation is reduced to 14%–20%. As a

result, convective transport would be underestimated in

these models. In addition, the number of activated aerosol

particles within cumulus clouds would be underpredicted,

leading to a bias in the first AIE.

For the stratocumulus case, the majority of the models

perform well overall, in both the subcloud and cloud

layer. There is also much better agreement between the

models, with the exception of CLUBB. The latter

produces a bimodal PDF, owing to its formulation, which

does not collapse to a single Gaussian with low skewness.

However, it still produces a reasonable overall probabil-

ity of updrafts, apart from updrafts greater than 2sw,

where the probability is underestimated by around 60%

throughout most of the subcloud and cloud layers.

To diagnose the source of bias in existing model clo-

sures and to guide development of an improved closure,

an unparameterized double-Gaussian best fit to the LES

was obtained using an expectation maximization (EM)

algorithm. This analysis highlighted shortcomings in

specifying the standard deviation of the second Gauss-

ian s2 representing the tails of the PDF. While existing

closures perform well overall in the subcloud layer and

above the cloud layer, where higher-order moments are

relatively small, they are found to significantly un-

derestimate s2 in shallow cumulus cloud layers. Here,

there are significant departures from Gaussian values in

the skewness and kurtosis. The underestimation of s2 is

the main reason behind the bias in the updraft tail of the

PDF discussed above. It is intuitive that as the kurtosis

increases—that is, the probability of extreme values

increases—s2 should also increase. An empirical power-

law relationship between s2 and the kurtosis was found

that gives a much better estimation of s2 within shallow

cumulus cloud layers. It should be noted that one of the

model closures examined, L96/ADG2, was not designed

to be applied in cloudy boundary layers. Rather, it was

originally developed for use in Lagrangian stochastic

dispersion models in the subcloud layer. Another of the

model closures examined, CLUBB, assumes equal

standard deviations of the twoGaussians, that is, s2 5s1.

The unparameterized double-Gaussian fit showed this to

be a poor assumption, in agreement with Firl andRandall

(2015). For the stratocumulus case, the model closures

performed well over the entire vertical column, with the

exception of CLUBB, which underestimates s1,2 by

around one-third in both the subcloud and cloud layers.

Guo et al. (2015) founds1,2 inCLUBB tobe a key control

on the global mean low-cloud fraction and shortwave

cloud forcing, especially in subtropical regions dominated

by stratus.

The new closure relies on knowledge of the vertical

velocity kurtosis, or the fourth moment of vertical ve-

locity. If the host model is able to predict the fourth

moment, then it may be immediately used to specify the

double-Gaussian PDF. The best results are obtained with

this method. However, most higher-order turbulence

models predict only the third moment at most. In this

case, the kurtosis must be diagnosed from lower-order

moments. A parabolic relationship between skewness

and kurtosis has been found for this purpose (Mole and

Clarke 1995; GH;Waggy et al. 2016). These relationships

are in good agreement with the LES results within the

subcloud layer. However, they break down in the cloud

layer, where the kurtosis increases more rapidly with

skewness than in these relations. The parabolic relation-

ship is modified here for use in the cloud layer, which

provides a much better estimate of the kurtosis. To our

knowledge, this relationship has not been previously ex-

amined beyond the subcloud layer. The different behav-

ior within the cloud layer is due to enhanced turbulence
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from latent heat release. The new parabolic relationship is

split into two regimes, one for the cloud layer and one

outside the cloud layer. If no information is available re-

garding the cloud layer, then the appropriate regime may

also be identified based on only the skewness, with lower

values of skewness assumed outside the cloud layer. The

resulting relationship appears to perform well for the ca-

ses studied here; however, it is recommended more cases

be studied in future. A preliminary analysis of the LES

ARM Symbiotic Simulation and Observation (LASSO)

dataset (Gustafson et al. 2017) has also revealed the dif-

ferent nature of the parabolic relationship in cumulus

cloud layers. Model studies of vertical velocity kurtosis

within shallow cumulus layers are scarce, although the few

available are qualitatively in agreement with the current

work. In addition, observations of vertical velocity skew-

ness and kurtosis within cloud layers are particularly in

short supply to verify the results seen here.

Estimation of the vertical velocity PDF is much im-

proved with the new closure for the shallow cumulus

cases, for both the mode and the tails. The overall up-

draft probability is also in much better agreement with

LES, with the probability underestimated by no more

than 10%. In addition, the probability of updrafts

greater than 2sw, representing mostly cloudy points,

shows much improvement, with overestimation reduced

by a factor of 2–4.

Once the double-Gaussian PDF is specified, it may be

used to diagnose higher-order moments, such as w04.
These moments may then be used to close the predictive

equations for lower-order moments at the next model

time step. The third- and fourth-order moments, in par-

ticular, are key controls in the convective heat transport

in the CBL (e.g., Waggy et al. (2016)). An improved

formulation of w04 was found to be more important

by Cheng and Xu (2006) for diagnosing the cloud frac-

tion than the turbulence-scale condensation scheme.

The new closure greatly improves the underestimation

of w04 within cumulus cloud layers, by around one-half.

However, w04 is still underestimated, although it should

be noted that its performance is similar to the un-

parameterized double-Gaussian PDF. The latter points

to some fundamental limitations, with the double-

Gaussian PDF unable to represent extreme departures

fromGaussian turbulence statistics, seen in the center of

cumulus cloud layers examined here. In this regime,

additional Gaussians would be required to represent the

updraft and downdraft tails individually, as well as the

mode. This issue is highlighted in the PDF results, with

the unparameterized PDF unable to represent both tails

equally well, and with some underestimation in the

amplitude of the mode. Firl and Randall (2015) found

that four Gaussians are necessary to represent w03 in

cumulus cloud layers, while only two are needed in the

subcloud layer and for stratocumulus, suggesting that

this points to the different nature of turbulence statistics

within cumulus cloud layers. Here, the results confirm

that the turbulence statistics are very different in cu-

mulus cloud layers, and one of the main novel findings is

that it is the very high skewness and kurtosis that sepa-

rate cumulus cloud layers from other regimes, and why

existing model closures perform relatively poorly there.

The main drawback with the new closure is that it

requires numerically solving the moment equations to

find the amplitudes and means of the Gaussians after

the standard deviations have been specified. As a re-

sult, it is more computationally expensive than an an-

alytical formulation. As with existing closures, it relies

on the ability of the host model to accurately predict

the higher-order moments of vertical velocity, in par-

ticular w03. However, it improves performance signifi-

cantly for shallow cumulus cloud layers, in addition to

performing well for stratocumulus. Future work will

involve assessing the new closure in a host model for

use in weather and climate prediction.
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